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Abstract. The motion estimation problem is important when the basic
objective is to determine the spatial localization of mobile objects in-
side images, the motion detection is basically based on brightness
changes in an images sequences. In this work present a correlation of

space-temporal gradient and the algorithm SUSAN for determine the
motion estimation and the direction.

1. Introduction

The motion analysis in an image sequences is growing in many application. Some of
them are: Mobile robotics, Satellite image application, Objects tracking, Autonomous
navigation, Medical image processing, Virtual reality and Surveillance applications.

Tracking the objects in a images sequences is a common procedure, when we wants to
know if an objects inside of the image sequences is moving and the direction they fol-

low; if there are moving some objects, there will be changes in the image pixels
brightness.

2. Motion estimation

There are many techniques available for motion estimation, the main groups are: Gra-
dients, Correlation, and Frequency based methods.

2.1 Gradients

Motion estimation based on gradient is the technique most using actually, this is due
to a good estimation of the motion field. Methods based on gradients usually presents
some restriction, normally before start the processing they require filtering the im-
ages. One of the most gradients based method is Hom Shunk [1], this methods ap-
plied a global smoothness to the motion field, while the Lucas and Kanade [2] applied
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a local smoothness to the motion field, while the common disadvantage of both gradi-
ents methods is the change in brightness.

2.2 Correlation

One way to avoid limitations of the gradients based methods is to consider image re-
gions instead of motion estimation pixel by pixel. In general, correlation based meth-
ods are less sensible to noise; due to they take more information from images in mo-

tion estimation process.

The techniques based on correlation minimize the difference between two block of
pixels located in images I, and I, belong to an images sequence [3]. Basically the
correlation based algorithm divide the image in series of block with same dimensions.
For every blocks in the image I,, applied a search in the image I, looking for a corre-
lation that minimize a match function.

If block size is fixed constant, the motion estimation field is limited due to be not pos-
sible to search for blocks that contents various movements. Some researches still
working for solving this problem in multiresolution block correlation [11]. Others are
using the Hough Transformer for motion estimation [4][5].

One disadvantage that shares the correlations methods is that they depend to the trans-
lation model. The blocks must be small enough in order to consider the translational

model valid.

2.3 Frecuency domain

One of the must used methods in the frequency domain are the methods based on the
phase. This takes de advantage that a change in the spatial domain produces a change
in the phase in the frequency domain [6].

Techniques based in the phases are in use in order to estimate the motion [7]; in this
methods a gradients based technique is apply to the phase component of the filters
output, sintonized to different velocities.

There is also a technique in the frequency domain based in the correlation [8].

The techniques based in the frequency domain have some advantages over methods in
space domain, due to they are less sensible to the global changes in brightness and
they have good response against the noise.

3. SUSAN

The algorithm SUSAN is a filter that can be used as corner and edge detector of the
objects contain in a digital images, it was development by Smith in 1997 [12]. The ac-
ronym of SUSAN is “Smallest Univalue Segment Assimilating Nucleus”. The algo-
rithm SUSAN can be used as a filter to reduce the noise in the images, one important
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application of this algorithm is in searching of corners and edges of the objects con-
tain in the images.

The SUSAN principle is based on the circular mask, having a center pixel, which
shall be known as the nucleus. The brightness of each pixel within a mask is com-
pared with the brightness of that mask’s nucleus.

This area of the mask shall be known as the USAN (Univalue Segment Assimilating
Nucleus), this concept of each image point having associated with it a local area of
similar brightness is the basis for the SUSAN principle. The local area or USAN con-
tains much information about the structure of the image. It is effectively region find-

ing on a small scale. From the size, centroid and second moments of the USAN two
dimensional features and edges can be detected.

The area of an USAN conveys the most important information about the structure of
the image in the region around any point in question. The USAN area is at a maxi-
mum when the nucleus lies in a flat region of the image surface, its falls to half of this
maximum very near a straight edge, and falls even further when inside a corner. It is
this property of USAN's area, which is used as the main determinant of the presence
of edges and comers in two-dimensional features.

This algorithm use two thresholds g and t, where g is call geometric threshold and t is
the contrast threshold, the geometric threshold clearly affects the quality of the cor-
ners detected, and t affects the numbers of corners found.

Due to the fact that SUSAN does not use image derivatives in the search of comers
and edges it has good results in presence of noise.

SUSAN analyses different region separately and made local measurement finding the
place where the boundaries of two regions has the function in his minimum value, and
found the corner between this two regions. There are not conditions about the image
structure for using the algorithm SUSAN

4. Implementation

The system is basically formed for three processing image modules.

The first module is the algorithm in charge of calculating the special-temporal gradi-
ents of one image sequence [9], the output of this module is the objects edges that
move from image I, to image I,,; both belonging to an image sequence.

Second module is the algorithm SUSAN, applied as a comer and edges detector, it
find the objects corners and edges contained in image I, and image I+ and determine
the point that change the position between both images.

The third module find the correlation between the space-temporal gradients and the
corners and-edges found after applied the algorithm SUSAN.
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After found the correlation of both algorithms, the global center of gravity is calculate
for the space-temporal gradients and also for algorithm SUSAN and a comparison is
made in order to determine the direction of the motion estimation, figure I.

4.1 Detection of moving objects edges based on space-temporal gradients
One-way of detecting the moving objects edges in an images sequence or built the op-
tical flow is trough the space-temporal gradients [3], equation 1.

E(x,y,t)=dF(x,y,t)/ds*dF(x,y,t)/dt (N
Where dF(x,y,t)/ds is the spatial gradient and dF(x,y,t)/dt is the temporal gradient and
the symbol * is the AND operation between them.

For detecting the edges of the objects that move from image I to image I,,;, the gradi-
ent based Sobel filter is used, equation 2.

Af=[Gx Gy]" (2)
The gradient absolute value is calculated with equation 3.
|Af]=|Gx|+|Gyl (3)

The angle of the gradient vector is calculated with equation 4.
A(x,y)=tan"'(Gx/Gy) @)

The gradient in an image is determined calculating the partial derivative in the x
(df/dx) and in the y (df/dy) direction in every pixel position. The form to implement
the partials derivatives in digital image is using the mask of the Sobel filter in both di-

rections, figure 2.
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Fig. 2. Mask of Sobel filter.

After calculation of gradients magnitude and it’s angle, the pixel in the center of the
mask takes these values, this process is repeated for all the pixels of the images, and

the gradients results are storage in a vector. This procedure is used in all image se-
quence.

For determining the objects inside the images, that move from image I,
necessary the following procedure:

e Calculate the difference between the spatial gradients of images I, and image I,,,
in order to obtain the temporal gradient.

e The temporal gradient obtained in the prior step is multiply (AND operation) by
the spatial gradient of image I,
The values obtained of gradients AND operation should be normalized from 0 to

255, after that a threshold has to be used in order to show only the objects edges
that experiment a motion from the image I, to image l.,.

to image I,,, is

4.2 Algorithm SUSAN

The algorithm SUSAN is implemented through the following procedure:
1. - Places a circular mask around the pixel in question.

2. - Using equation 4.5 calculate the number of pixels within the circular mask, which
have similar brightness to the nucleus. These pixels define the area USAN.

C(r,r)=1if  [Ir) = 1(ro) | <t
=0 if [I(r)-I(ro) | >t

Equation 5 gives good results, but a much more stable and sensible equation to use for
C is equation 6.

)

C (r,ro)=e'((l(r)'l(m)/t)6 (6)

Where:
I(r) is the brightness of the nucleus
I(r,) is the brightness of any other pixel inside the mask

t determines the minimum contrast of features, which will be detected, and also the
maximum amount of noise, which will be ignored.

3. - Obtain the difference between USAN and the geometric threshold.
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R )= 8- o i o
(ro)= g - n(r,) si n(r,) )

= ( otherwise

Where n (r,) = £ C(r,r,).
4. - Storage the comners found in a vector.
5. - Test for false corners detection. This can occur with real data where blurring of

boundaries between regions occurs. Calculating the center of gravity of the USAN
and the distance from the center of gravity to the nucleus can eliminate this problem,
Clearly an USAN corresponding to a proper corner will have a center of gravity that
is not near the nucleus while a thin line passing through the nucleus will have a short

corresponding distance from center of gravity to the nucleus.

4.3. Correlation

If M represents a matching function which return a value proportional to the match of
two given features, such as the absolute difference between the two pixels intensity
values ( E; and E; ), then the match strength M(x,y;u,w) for a point (x,y) and dis-
placement (u,w) is calculated by taking the sum of the match values between each
pixel in the displaced region in the image I, and corresponding pixel in the in the ac-
tual region of the image I,.;, the match function is calculating using equation 8.

M(x,y;u,w) = T O(E(ij) - Ex(i+uj+w)) (8)
The actual motion of the pixel is taken to be that of the particular displacement with
the maximum neighborhood match strength, that is equivalent to the minimum region
difference.

In this particular work, a correlation was applied to the results of space-temporal gra-
dients and the corners found by the algorithm SUSAN. A 5x5 mask center in the posi-
tion of the corners is displaced for all comer’s vector, searching in the same position
of the space-temporal gradients image, giving as a results only the corners that match
with the edges of the moving objects found by the space-temporal gradients.

5 Results

Figures 3 and 6 show two images belonging to a monocular image sequence, after ap-
plied the space-temporal gradients algorithm, the image in figure 4 was obtained. Fig-
ure 5 show the image of the corners and point of the edges found by the application of

the algorithm SUSAN.

Figure 6 show the image that combine both algorithms and figure 7 and 8 shows the
trajectory that follows the global center of gravity, calculated for around 20 images

belonging to the sequences.
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Both centers of gravity were calculated after application of region correlation to the
resulting of both algorithms, and projected over one of the images.

The application of correlation, to both algorithms belonging to the same image se-
quence, reinforce the motion estimation, and the following of the moving objects tra-
Jectory is more accurate, during the time interval that the images were taken. }

The application of both algorithms gives good results and can be used in tasks like the
surveillance.
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